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In contemporary society, automation has perme-
ated every facet of  existence. Powerful new auto-
mation technologies have been launched in many 
sectors, such as flight management systems for pi-
lots, navigational displays for  drivers, diagnostic 
and surgical aids for  physicians, and decision-
aiding systems for air traffic controllers (Mouloua 
et al. 2019; Parasuraman 2000). Numerous advan-
tages have resulted from this technological revolu-

tion. Not to be outdone, the agricultural industry 
uses automation technology (autosteer systems, 
variable rate technologies, etc.) to  carry out vari-
ous farm tasks. Even with the most recent develop-
ments, work is continually being done to  increase 
these machines’ operability and efficiency. Cur-
rently, the  goal of  agricultural machine designers 
is full automation, which would eliminate the need 
for  human intervention for  agricultural machines 
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to navigate and control themselves. It is challeng-
ing to completely remove human intervention from 
the control loop (Schreckenghost et al. 2008), given 
the variable operating conditions of these autono-
mous machines (Adamides et al. 2014). Autono-
mous machines will need an interface like the one 
outlined by Blackmore et al. (2007) for the human 
supervisor to communicate with them. These inter-
faces should give people easily accessible and use-
ful information for their supervisory duties (Dorais 
& Gawdiak 2003).

According to  some research, the  human’s re-
sponsibilities in an autonomous system include as-
signing tasks, distributing resources, monitoring 
how tasks are being completed, and intervening 
through an  automation interface in  emergencies 
(Auat  Cheein & Carelli 2013; Bechar & Vigneault 
2016; Shi et al. 2023). Therefore, fully autonomous 
agricultural machines (AAMs) must include a hu-
man supervisor to  oversee the  machine’s opera-
tions (Alexander et al. 2009). Compared with active 
engagement in that same task, supervision of a task 
frequently results in decreased situation awareness, 
increased mental workload, inefficient monitor-
ing, and a  worsening capacity for  manual control 
and intervention if automated systems malfunc-
tion (Edet & Mann 2021). To act during an emer-
gency, the supervisor must first identify and assess 
the situation (Peryer et al. 2005). As a result, warn-
ing signals must be included in the automation in-
terface to  inform the supervisor of what  is occur-
ring in  their surroundings at any given time. This 
is known as supporting the supervisor’s awareness 
of the situation. 

Situation awareness (SA) is defined as  “the per-
ception of  the elements in  the environment with-
in a  span of  time and space, the  comprehension 
of their meaning, and the projection of their status 
in the near future” (Endsley 1995). SA is essential 
for making decisions and taking actions that work. 
Regarding a specific task, information is frequently 
categorised as  relevant or important. The  self-
awareness level is determined by how the individ-
ual interprets the  data. When operators perceive 
the information required to complete the task, they 
reach Level 1 SA (Endsley et al. 2003). To maintain 
SA, different tasks call for different kinds of infor-
mation. When attempting to  comprehend infor-
mation pertinent to  the task, the operator usually 
combines their senses of  taste, smell, touch, and 
hearing (Endsley & Garland 2000). When an  op-

erator reaches level 2 SA, they clearly understand 
the significance of perceived information for perti-
nent objectives (Endsley et al. 2003). To accomplish 
the  current goals, the  operator needs to  process 
the data, combine disparate pieces of information, 
and develop an understanding of the information. 
Attaining level 3 SA entails seeing information, 
interpreting it based on pertinent objectives, and 
forecasting how the situation will unfold (Endsley 
et al. 2003). To reach level 3 SA, the operator must 
be thoroughly aware of the existing circumstances 
and the system’s operation. Although all three lev-
els of situation awareness hold significance, the re-
search presented here was  limited to  examining 
tactics for  bolstering Level 1 situation awareness 
(or perception). 

Non-agricultural devices have used various warn-
ing techniques for  comparable objectives. Typi-
cally, they employ haptic, visual, or auditory mo-
dalities (Laughery & Wolgater 2006). The following 
situations are good candidates for  visual stimuli: 
(i) the message is long and complex, and it is antici-
pated to be seen for some time or referred to later; 
(ii) the individual is stationary; or (iii) the surround-
ings are noisy. Visual stimuli can be delivered as text, 
images, or bursts of light (Elbert et al. 2018; Edet & 
Mann 2021). A vocal message, a continuous or peri-
odic tone, or an aural symbol (natural or metaphori-
cal) can all be used as audio warnings (Petocz et al. 
2008; Sabic et al. 2017). The omnidirectional nature 
of auditory warnings makes them useful for drawing 
and focusing the user’s attention on a few different 
situations: (i) when the receiver’s position changes, 
(ii) when the message is brief, (iii) when the environ-
ment is visually cluttered and noisy; and (iv) when 
illumination or barriers obscure the  user’s vision 
(Wogalter et al. 2002; Edet & Mann 2021; Chen et 
al. 2022). An alternative to visual and auditory mo-
dalities is tactile (haptic) input. This is particularly 
useful when the  user’s eyesight is heavily focused 
on other task-related activities, the environment is 
noisy, or the  supervisor has  visual or hearing im-
pairments (Delavarpour et al. 2019). Also, as tactile 
warning is less invasive, it is useful in  group work 
environments (Smith et al. 2009).

A  variety of  criteria, including noticeability, re-
sponse time, comprehension, recall, hazardous-
ness, perceived urgency, risk, likelihood of  injury, 
likelihood of  compliance, and importance, can be 
used to evaluate the effectiveness of each warning 
modality (visual, auditory, and tactile) (Wolgater et 
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al. 2002; Edet & Mann 2021). Response time, which 
is the  amount of  time that  passes between when 
the  user receives the  warning and when the  user 
responds to the warning (through one or more mo-
dalities), is the  most popular and extensively ap-
plied assessment technique (Wolgater et al. 2002; 
Whelan 2008). A  shorter response time would 
suggest that  the warning is more effective than 
a longer response time. Noticeability, or the capac-
ity to attract attention, is another essential element 
of warning effectiveness. Warnings must be at least 
noticed for comprehension and compliance to oc-
cur (Young 2002). Saccadic reaction time was used 
in  this study as  a  measure of  noticeability. Rapid 
eye movements from one focus point to  another 
are called saccades. Since attentional processes 
impact saccadic eye movements, saccadic reac-
tion time can gauge the attentional state (Braun & 
Breitmeyer 1988). Compared to  a  longer saccadic 
reaction time, a  shorter saccadic reaction time 
would suggest that the warning is more noticeable 
and effective. Subjective and/or objective measures 
can be used to  measure effectiveness. Open-end-
ed questions, oral interviews, sorting techniques, 
and evaluations (such as  the Likert scale) are ex-
amples of subjective approaches, whereas user per-
formance is the  basis for  objective measurements 
(Wogalter et al. 1999; Wogalter et al. 2002; Edet & 
Mann 2021). 

Studies have demonstrated that  the use of  bi-
modal sensory modalities has  advantages when 
compared to  a  single modality, particularly when 
one sensory modality is overloaded due to the pri-
mary task or surrounding conditions (Hancock et 
al. 2013; Haas & Van Erp 2014; White & Hancock 
2020). Politis et al. (2014) assessed every combi-
nation of auditory, visual, and tactile driver warn-
ings that is multi-modal (i.e., bimodal and trimod-
al) in  two scenarios: (i) the  lead car braking and 
(ii)  the  lead car not braking. Their findings show 
drivers reacted to multi-modal alerts more quickly 
than unimodal ones. The effectiveness of warning 
systems (visual, auditory, and tactile, both unimod-
al and bimodal) in  terms of  their ability to  alert 
drivers to  hazardous situations when faced with 
various forms of interference (such as devices em-
bedded inside a  vehicle, aural noise, and vehicle 
vibration) was  examined by  Murata et al. (2013). 
According to  their results, unimodal warnings 
cause slower reaction times and a  lower percent-
age of  right answers than multi-modal warnings. 

The  audio-tactile warning was  discovered to  be 
the  most successful of  all the  unimodal and bi-
modal warning cues. The efficacy of seven warning 
modalities (i.e., visual, auditory, tactile, visual-tac-
tile, audio-tactile, and audio-visual-tactile) was as-
sessed by  Edet and Mann (2021) for  four distinct 
remote location concepts: within-the-field, close-
to-the-field, farm office, and outside-the-farmland. 
Their findings demonstrated that tactile and visual 
warning modalities (i.e., visual-tactile) produced 
the  shortest response times for  remote location 
concepts with background tractor noise (i.e., with-
in-the-field and close-to-the-field). Compared 
to unimodal warning signals, the literature consist-
ently shows that employing multiple warnings led 
to  a  faster response time. It also showed that  the 
complexity and burden of  the task affect the  effi-
cacy of bimodal warning signals, leading to higher 
workload circumstances and better performance 
when dealing with multiple tasks.

Agricultural machinery typically operates 
in  a  dynamic environment, and operators must 
rely on their senses (i.e., vision, hearing, and touch) 
to  complete their tasks efficiently (Edet & Mann 
2021). The most crucial sense operators employ is 
vision (Macadam 2003; Karimi 2008). It has  been 
reported that  the human visual system processes 
almost 80% of  the information required for  safe 
driving (Lee et al. 1998), implying that other sens-
es, including hearing and touch, provide the  re-
maining information. Sensory cue-based signals 
have been used to  alert the  operator to  potential 
machine malfunctions. For  instance, operators 
have found that using tactile feedback makes them 
travel around the field more efficiently (Han et al. 
2015; Delavarpour et al. 2019) such that, should 
there be lateral deviance from the intended course, 
the  steering wheel rattles. The  operator perceives 
this information through their palm, after which 
they take the  appropriate steps to  align the  ma-
chine on the intended course (Edet & Mann 2021). 
An analogous visual aid is the lightbar, which con-
veys the machine’s lateral deviations to the operator 
through a  horizontal configuration of  light-emit-
ting diodes (LEDs) (Ima & Mann 2003). Operators 
use a  variety of  auditory input formats to  make 
well-informed choices. One illustration would be 
the sound the threshing machine produces during 
harvesting, which varies depending on how much 
crop is fed into it. By listening to this sound, opera-
tors can tell when the threshing unit is overloaded. 
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Another common source of  auditory feedback is 
the sound produced by a vehicle’s engine. Uneven 
engine load and performance circumstances can 
cause loud fluctuations in noise (Bilski 2013), and 
an unusual sound could be a sign of an issue with 
the engine that needs to be investigated. 

With agricultural machinery moving closer 
to complete autonomy, it would be helpful to iden-
tify which bimodal warning method, visual-au-
ditory or visual-tactile, performs best to  provide 
the  human supervisor with feedback in  a  remote 
supervision task. Therefore, the goals of this study 
were to  (i) identify which of  the bimodal warning 
methods, based on response time and noticeabil-
ity, would be most appropriate to get the attention 
of  an AAM’s human supervisor and (ii) ascertain 
whether background noise has an impact on the ef-
ficacy of bimodal warning methods.

MATERIAL AND METHODS

Experimental apparatus. The experiment used 
a tractor cab (Figure 1) in the Agricultural Ergonom-
ics Laboratory at the University of Manitoba to con-
trol intrusion from outside noise. The experimental 
setup consists of two computer monitors positioned 
one above the  other. The  bottom monitor dis-
played the output from a  simulation of an agricul-
tural sprayer. In contrast, the top monitor was used 
to complete the primary internet search task, which 
will be described in a subsequent section.

An existing simulation of  an autonomous ag-
ricultural sprayer, described by  Edet et al. (2022), 
was  modified to  include different warning meth-
ods (i.e., visual, auditory, and tactile) and an ‘Alert 
Perceived’ button for acknowledging the warnings 
was  added to  the interface (Figure 2). The  ‘Alert 
Perceived’ button was  positioned on both sides 
of the interface, considering left-handed and right-
handed individuals (Figure 2A). Two separate bi-
modal warning methods (i.e., visual-auditory or 
visual-tactile) were integrated with the  operation 
of the simulated autonomous sprayer. 

Experimental protocol. Screening tests, train-
ing trials, two experimental sessions, and an end-
of-experiment questionnaire made up the  experi-
mental protocol. The participants were briefed on 
the  purpose and methods before the  experiment. 
When queries arose, the principal investigator ad-
dressed them as clearly as possible. The participants 
signed a consent form certifying that they had read 
the terms and circumstances of their participation 
in the study and provided their consent voluntarily. 
Ethics approval was obtained from the University 
of Manitoba’s Research Ethics Board.

The participant’s visual, auditory, tactile, and 
comfort levels were evaluated during the  screen-
ing tests. The  visual screening involved showing 
the  participants a  sample of  the visual warning 
and asking them to score how well they could see 
the content. Pure-tone audiometry was performed 
using a  hearing test app (e-audiologia.pl, ver-
sion 1.1.3) that was obtained from the Google Play 
store to  assess each participant’s hearing thresh-
old (≤ 40 dBHL). A tiny, coin-sized 5 VDC motor 
was used for  the tactile assessment. It was placed 
inside a soft, cushioned band to reduce vibration, 
and the participant’s wrist was wrapped in the band 
to  provide a  tactile impression. When the  device 
was purchased, the vibration frequency was meas-
ured and found to be approximately 180 ± 10 Hz. 
This frequency was chosen because it was the opti-
mum frequency for vibrotactile perception (Yim et 
al. 2007; Edet & Mann 2021). 

During the  training trials, participants were al-
lowed to become acquainted with the experimental 
procedures. The training trials involved presenting 
the warning cues to the participants while they were 
sitting in  the tractor cab, much like in  the experi-
mental sessions. After the training, the participants 
were asked to  rate how well they could see, hear, 
and feel the  sensory information presented and 

Figure 1. A tractor cab was used for the experimental study
Participants used the top monitor for the internet search 
task, while the bottom monitor displayed the simulation 
of the autonomous agricultural sprayer
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asked to rate their comfort level in response to the 
various sensory cues on a post-training evaluation 
form to  make sure they didn’t feel uncomfortable 
in any way that would have introduced bias. 

The three steps of the experiment were: (i) search-
ing the internet for answers to specific agronomic 
questions; (ii) watching the automation interface’s 
presentation of the simulated autonomous sprayer 
in action; (iii) pressing the ’Alert Perceived’ button 
on the  interface screen, the bottom monitor right 
in front of the participant’s seated position, to  in-
dicate that an error had been perceived. In a real-
world situation, humans managing the  autono-
mous sprayer might be distracted by other things. 
Therefore, the  main goal of  the internet search 
task was  to simulate the  environment that  a  hu-
man would encounter when monitoring the  use 
of  an autonomous sprayer. It also helped deter-
mine when participants felt that they had been in-
duced to make an error (i.e. when they looked away 
from the primary task after the error had been in-
duced). The  internet search activity was  selected 
because it accomplished three things: (i) it pre-
vented the  participant from becoming distracted 
from the primary screen; (ii) it had few distracting 

elements that  would make it difficult for  the par-
ticipant to  see the  notification; and (iii) it was  an 
ecologically valid task (i.e., it is reasonable to  ex-
pect that farmers would be looking at the internet 
for farm-related information while remotely super-
vising their autonomous machines). 

During the simulated spraying operation, errors 
were introduced at random intervals, and the par-
ticipants were alerted to  the faults using bimodal 
warning cues: visual-auditory or visual-tactile. 
Subsequently, the  participants were required 
to  press the  ’Alert perceived’ button to  indicate 
that  they had noticed the  error. An  eye tracking 
device was worn by the participants to track their 
eye movements (i.e., point of  gaze), especially 
to identify when an error occurred as well as when 
the  participant noticed the  error and when click-
ing the ’Alert perceived’ button by the participant. 
For additional analysis, each participant’s response 
time and level of  noticeability (i.e., their abil-
ity to identify the error) were considered. The eye 
tracking setup used a laptop and the SensoMotoric 
Instruments (SMI) Eye Tracking Glasses 2.0 60 Hz. 
Previous experiments involving mobile eye track-
ing have used the  SMI system (Caspi et al. 2018; 

(A)

(B)

(A) an error-detection visual alert and error acknowledgement button, respectively; (B) a visual display that appears when 
everything is OK or when the supervisor clicks the Alert perceived button to acknowledge receiving a warning

Figure. 2. Altered version of the study’s user interface. Visual, auditory, and tactile warning cues were incorporated 
into the interface to alert the human supervisor to irregularity; this picture displays only the mistake acknowledge-
ment button (Alert perceived) and the visual warning (Alert)

 ALERT 
PERCEIVED

D 
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Hoppe et al. 2018; Niehorster et al. 2020). A three-
point calibration and recording were performed 
using the  SMI iViewETG software (version 2.7.1) 
and a USB cable to connect the glasses to a laptop. 

After the eye model adaptation phase of iViewETG 
was finished, the calibration was initiated. The par-
ticipant’s task was  to fixate on the centre of  three 
distinct markers in the stimulus grid: the keyboard, 
the screen above the participant’s seated position, 
and the screen below the participant’s seated posi-
tion. The principal investigator used the recording 
laptop’s live view of the scene camera to select these 
areas during each fixation. Each eye camera record-
ed a video stream at 120 Hz with a 320 × 240 pixels 
resolution. In  comparison, the  front-facing scene 
camera recorded a  video stream at  24 Hz with 
a resolution of 1280 × 960 pixels. It should be noted 
that the frame rate of the eye cameras does not cor-
respond to  the real camera frame rate but rather 
to the recorded video provided by the iViewETG.

Two sessions of  experimentation were complet-
ed. No tractor noise was introduced into the trac-
tor cab during the first session, creating a quiet en-
vironment, as might be expected for close-to-field 
remote supervision. It should be noted that  the 
tractor cab was not completely soundproof; an av-
erage noise level of 44 dBA was measured. During 
the second session, ‘tractor noise’ was  introduced 
into the environment to create the in-field remote 
supervision scenario. The tractor noise, measured 
to  be 78 dBA, used in  this study was  previously 
recorded from an  operating John Deere combine. 
The  sound clip was  played inside the  tractor cab 
using a computer speaker. The average sound lev-
els for both background noises were measured us-
ing a  sound meter (Q094168, REED Instruments, 
USA). The two remote supervision situations mod-
elled for our study are described in Table 1. 

There were two trials in  each experimental ses-
sion, each lasting an  average of  6  min. To  in-
form the  participants of  the error, one of  the bi-
modal warning cues was  employed in  each trial 

(trial  1  –  visual and auditory, trial 2 – visual and 
tactile). The experimental sessions and trial orders 
within each session were counterbalanced and ran-
domised among participants to minimise order ef-
fects. Following each trial, participants were given 
a  trial questionnaire on which they were asked 
to rate and provide feedback on the warning cues 
used. Participants were given a  10  min break be-
tween sessions to unwind and move around. After 
the final session, participants were given an end-of-
experiment questionnaire asking about their over-
all experience and any further recommendations. 

Data analysis. Participants’ SA was  examined 
in relation to their response times per trial and lev-
els of noticeability. The time stamp specified in the 
sprayer simulation code computed the  response 
time based on the  difference between the  error 
display and acknowledgement times. The  level 
of noticeability was measured as saccadic reaction 
time. This was  determined as  the recorded time 
between error display and saccade (i.e., the  rapid 
eye movement from one gaze point to  another) 
onset such that  short saccadic reaction time de-
notes a  high level of  noticeability and vice versa. 
The BeGazeTM Analysis Software (version 3.7.41) 
estimated the saccadic reaction time. The saccade 
onset was  interpreted as  the quick eye movement 
of  the participant from the  primary task screen 
above the  participant’s seated position to  the top 
centre of the screen below the participant’s seated 
position. The entire top centre of the screen below 
the participant’s seated position was classified as the 
region of interest as it contains the visual warning 
indicator, which continuously displays when each 
of  the bimodal warnings (i.e.,  visual-auditory or 
visual-tactile) occurs together with the  accom-
panying warning message drawing the  attention 
of the participant to that specific region (Figure 3). 
Figure 4 shows examples of gaze fixation points rel-
evant to this study.

Data analysis was performed to determine the ef-
fectiveness and efficiency of the two bimodal warn-

Scenario Background noise Primary task Monitoring level

In-field Tractor noise Expected to operate another machine while supervising 
the autonomous agricultural machine Intermittent

Close-to-field Little or no tractor noise Perform another off-field task, e.g., prepare chemical
to refill the spray tank Intermittent

Table 1. Scenarios for remote supervision and related work environments were used in the study (adapted from Edet 
& Mann 2021)
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ing modalities tested in  the two environments 
(i.e., noisy and quiet). Outlier responses were evalu-
ated using the 2 × SD criteria for the average num-
ber of responses. Statistically significant differences 
were accepted at the 95% confidence level (p < 0.05) 
for  the repeated measures analysis of  variance 
(ANOVA) conducted. To find the most effective bi-
modal warning technique, the participants’ saccadic 
reaction and response times to  the warnings were 
compared with each other and with two different 
background noise levels (tractor sound and quiet). 
The  participants’ subjective evaluations and com-
ments from the  end-of-experiment questionnaire 
were also considered during the data analysis. 

RESULTS AND DISCUSSION

Participant demographics. A  total of  25 par-
ticipants between the ages of 18 and 35 (29 ± 4.9) 

participated in  the study (11 male, 14 female, 
2 left-handed). Fourteen participants had farming 
experience, and ten of  the fourteen self-reported 
having experience driving a  tractor or operating 
an  agricultural sprayer. Each participant com-
pleted an  informed consent form and received 
an  honorarium for  their time. During the  visual 
screening, all participants could see the  visual 
cues provided to  them. In  addition, the  findings 
of the pure-tone audiometry hearing tests showed 
that none of the participants had any hearing im-
pairments that  would influence the  study’s con-
clusions (i.e.,  they could discern between various 
background noises and the auditory warning). 

Response time. Figure 5 presents the  mean 
response times for  each background condition 
for  the two types of  trials. Both bimodal warning 
cues (i.e.,  visual-auditory and visual-tactile) were 
able to draw the attention of participants; however, 
the visual-tactile warning cue had a lower response 
time for both the quiet (2 464.0 ± 393.5) and tractor 
noise (2 452.0 ± 445.8) conditions making it the more 
effective warning cue. The response times were en-
tered into a 2 (Trial type) × 2 (Background condi-
tion) ANOVA, which showed that there was a sig-
nificant main effect of  Trial type, F(1, 24)  =  5.36, 
p < 0.05, and no significant effect of  background 
condition, F(1, 24) = 0.03, p > 0.05 with an interaction 
between them, F(1, 24) = 6.03, p < 0.05.

The participants’ visual and auditory sensory 
overload may cause these findings (Lee 2015). Most 
of  the participants’ time during the  tractor sound 
session was  spent using their visual and auditory 
senses to  complete an  internet search task and 
listen to the sound of the tractor. As a result, it is 
possible that individuals took longer to understand 
the warning when they were informed of an issue 
utilising visual and auditory stimuli. When par-
ticipants shifted their focus from the online search 
to the sprayer simulation screen, the visual load re-
mained rather consistent, which is why this effect 
was stronger for the visual-auditory stimuli. None-
theless, the participants were subjected to  tractor 
noise during the session because there was a visu-
al-auditory warning cue for when the tractor sound 
was  introduced into the  background. Therefore, 

Figure 3. The region of interest associated with the perception of the warning cues

(A)

(B)

Figure 4. Display of gaze fixation points following sac-
cade onset
(A) gaze cursor on the primary task screen before the error 
display; (B) gaze cursor on the region of interest at sac-
cade onset
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the  auditory burden was  further enhanced by  the 
audio warning from the  visual-auditory warning 
cue, which might have made the  visual-auditory 
cue less effective. The results displayed in Figure 5 
also align with findings from other studies, which 
indicated that visual-tactile stimuli were more ef-
fective than visual-auditory stimuli (Burke et al. 
2006; Whang et al. 2007). Hence, visual-tactile 
warning cues work best for  close-to-field remote 
supervision when background noise is absent. 

Noticeability. Out of  the 25 participants who 
participated in the study, nine were excluded from 
the  eye-tracking data analysis because of  vari-
ous problems with the  eye movement recording 
device. Figure 6 reveals the  mean saccadic reac-
tion times for each background condition for the 
two types of trials (trial 1 – visual-auditory; trial 
2 – visual-tactile). Notably, visual-auditory warn-
ing when background noise was  present had 
the shortest saccadic reaction time (379 ± 185.1), 
which denotes the  highest level of  noticeability. 
The  reaction times were entered into a  2 (Trial 

type) × 2 (Background) ANOVA, which showed 
that there was no significant main effects of Trial 
type, F(1, 15) = 0.53, p > 0.05, and background con-
dition, F(1, 15) = 2.18, p > 0.05 with no interaction 
between them, F(1, 15) = 0.01, p > 0.05.

This outcome agrees with the findings by Corneil 
and Munoz (1996), which state that  an irrelevant 
auditory cue influences gaze shifts to  visual tar-
gets differently than an irrelevant visual cue influ-
ences gaze shifts to auditory targets in a complex 
environment.  This is consistent with the  notion 
that peripheral or surrounding auditory stimuli are 
powerful in capturing visual attention when noti-
fied by  visual-auditory cues (Mazza et al. 2007). 
Conversely, visual-tactile warning with no trac-
tor sound in  the background had the  lowest level 
of noticeability as it had the longest saccadic reac-
tion time (469.0 ± 237.8). 

Subjective responses. Participants were able 
to recognise the bimodal warning cues. According 
to an analysis of  the end-of-experiment question-
naire, they felt at ease receiving error notifications 

Figure 6. Comparison of participants’ 
saccadic reaction times in  relation 
to  background noise; VA – visual-
auditory
VA – visual-auditory; VT – visual-tac-
tile; NT – no tractor sound; TS – tractor 
sound; error bars represent standard error
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with either the visual-tactile or the visual-auditory 
bimodal warning cues. The  participants also re-
ported that both bimodal warning cues successfully 
got their attention. However, there were differences 
in the participants’ efficiency levels (i.e., slightly or 
highly effective) and terms of  background noise 
(quiet scenario and tractor sound). 

In general, 24% of  participants preferred visu-
al-auditory cues, whereas  76% suggested using 
visual-tactile cues. No participant suggested us-
ing both bimodal warning cues simultaneously. 
When asked why they made their suggestions, 
the participants said they found it harder to dis-
tinguish between the  visual-auditory cues and 
the  background noise; therefore, the  visual-tac-
tile cues were less distracting when recognising 
the warning messages. Six participants also stated 
that  the visual-auditory cues were less annoying 
than the  visual-tactile cues and easily allowed 
them to think. They stated that the visual-auditory 
cues seemed more like an  alert to  them. On av-
erage, however, visual-auditory warning cues did 
not yield the fastest response times for both quiet 
(2 498.0 ± 617.1) and tractor noise (2 488.0± 597.8) 
conditions (Figure  5). The  subjects’ increased 
mental workload and decreased SA may have con-
tributed to  this heterogeneity. According to  this, 
when tractor noise was introduced into the back-
ground, for the visual-tactile, the participants had 
to perceive and process only one auditory stimu-
lus- the  background noise- while for  the visual-
auditory, the participants had to perceive and pro-
cess two auditory stimuli- the  background noise 
and the auditory warning cue- during the visual-
tactile warning cue. This resulted in a higher men-
tal workload and a  longer response time before 
participants could correct the error. Table 2 shows 
the summary of findings as discussed above.

CONCLUSION

This study aimed to identify the most appropriate 
bimodal warning cue to alert an AAM’s human su-
pervisor. Specifically, this study assessed the super-
visor’s response based on what is known as Level 1 
SA or perception. The perception of two different bi-
modal warning signals, with and without background 
tractor noise,  was  assessed by  measuring response 
time and level of  noticeability in  four conditions. 
Visual-tactile and visual-auditory warning cues had 
the shortest and longest response times, respectively. 
In  terms of  noticeability, no statistically significant 
differences were observed between visual-auditory 
and visual-tactile, although noticeability improved 
with background tractor noise. A  more significant 
percentage of  the participants preferred the visual-
tactile warning method to  the visual-auditory one. 
This suggests that  the most appropriate warning 
cue is visual-tactile in remote supervision situations 
when humans might not be exposed to tractor noise. 
Both bimodal warning methods are suitable for re-
mote supervision scenarios that  expose humans 
to  tractor noise, as  there was  no significant effect 
between the bimodal warnings when tractor sound 
was  present. That  said, the  visual-tactile was  the 
most consistent, preferred bimodal warning modal-
ity, as indicated by participants. This result will help 
designers select the  best modality when designing 
warning systems for  remotely supervised autono-
mous agricultural machines, minimising hazards ex-
perienced by farmers during spraying operations and 
enhancing their efficiency. 
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