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Abstract

Galambošová J., Rataj V., Prokeinová R., Prešinská J., 2014. Determining the management zones with hier-
archic and non-hierarchic clustering methods. Res. Agr. Eng., 60 (Special Issue): S44–S51.

Delineation of the management zones of a field is commonly used in precision agriculture technology. There are many 
techniques used to identify management zones. The most used technique is k-means clustering, where the number 
of clusters is managed by the user. The paper deals with clustering the yield data and electromagnetic data of a 17 ha 
field using the Ward’s method followed by the k-means clustering method. The cubic clustering criterion was used to 
determine the number of clusters. Based on results, it can be concluded that it is beneficial to combine the k-means 
clustering method with the hierarchic method (Ward’s method).
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Precision farming technology is based on a site-
specific approach to field treatments. Before imple-
mentation of this technology, the variability of the 
field has to be assessed in the first step. Operations 
can be conducted variably, or the site-specific ap-
proach can be used. For the latter one, management 
zones should be determined, and the field opera-
tion can be conducted based on them. Mostly, fer-
tiliser application or soil tillage operation is carried 
out. However, other application such as e.g. vari-
able irrigation (Chiericati et al. 2007) is possible.

Based on Khosla et al. (2010), there are numer-
ous techniques for delineating management zones. 
Some of them are based on single soil or crop prop-
erty or a combination of several that are known to 
affect crop productivity and yield. As Ortega and 
Santibanez (2007) reviewed, there are several ap-
proximations for the development of site-specific 
management zones. The authors reported that the 

first approach is based on soil and/or relief infor-
mation, including topographic maps, direct soil 
sampling, non-invasive soil sampling by electrical 
conductivity equipment, and soil organic matter or 
organic estimated by remote sensing. The second 
approach is based on yield maps, combining data 
from several seasons, while the third is the integra-
tion of the two previous approaches and considers 
soil and/or relief information plus the use of yield 
maps. Zhang et al. (2009) developed a ZoneMAP 
web application, which designs the management 
zones based on satellite imagery, which the authors 
suggested as a preliminary basis when a yield map 
is not available. Delin and Berglund (2005) sug-
gested to create management zones based on risk 
levels for drought and waterlogging, to be used 
in site-specific N application (based on informa-
tion on soil electrical conductivity and elevation). 
Fleming and Westfall (2000) concluded that 
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farmer-developed management zones appear to be 
effective in identifying different management zones; 
however, ground verification is needed to develop 
accurate Variable rate technology (VRT) maps from 
the zones. The need for confirmation of specific 
soil characteristics was reported also by King et al. 
(2005) when they evaluated the analysis of yield map 
sequences and electromagnetic induction (EMI) 
soil sensing as potentially cost-effective methods for 
identifying and mapping “management zones” (MZ) 
within fields. Rataj and Galambošová (2006) 
proposed to use the cluster analyses for identifying 
high- and low-profitability zones.

Guastaferro (2010) compared the techniques 
for identification of MZs: (1) the ISODATA meth-
od, (2) the fuzzy c-means algorithm and (3) a non-
parametric density algorithm. They concluded that 
all the methods have advantages and disadvantag-
es. However, they suggest to manage the variation 
within one year, and to combine the use of MZs 
with crop-based in-season remote sensing when us-
ing them in that particular conditions. The hierar-
chic as well as non-hierarchic clustering procedures 
can be used for management zones determination 
(Rus, Kruse 2011; Tiwari, Misra 2011). The most 
common is the use of a cluster procedure using the 
k-means or fuzzy k-mean method (Minasny, Mc-
Bratney 2002; Ortega, Santibáñes 2007). 

However, the estimation of a number of clusters 
is needed in advance. Statistical determination of 
the number of clusters or practical field-manage-
ment considerations can be used as proposed by 
Taylor et al. (2003). Li et al. (2008) used fuzzy per-
formance index (FPI) and normalized classification 
entropy (NCE) to determine the optimal cluster 
numbers. Fridgen (2000) reported that the meas-
ures of cluster performance indicated no advantage 
of dividing fields into more than four or five man-
agement zones. Moreover, year-to-year differences 
in an appropriate number of management zones 
were attributed to weather and crop type. 

Based on the literature review, the most used 
technique in precision agriculture is k-means clus-
tering (non-hierarchical method), which requires 
the estimation of the number of clusters based on 
previous knowledge of the farmer (expert knowl-
edge) or management considerations are included.

The aim of this paper is to point out to the pos-
sibility of the hierarchic method as complementary 
to the non-hierarchic clustering method in order 
to (a) estimate a statistically significant number of 
management zones of a given field which can be 

used as an input for the non-hierarchical method 
and (b) to interpret the results of clustering process 
with the support of statistics.

MATERIAL AND METHODS

At the first stage, the cubic clustering criterion 
(CCC) will be used to estimate the statistically sig-
nificant number of clusters. The CCC criterion can 
be used to estimate the number of clusters using 
Ward’s method and the k-means method (SAS Insti-
tute Inc. 1983). The values of CCC greater than 2 or 
3 indicate good clusters; values between 0 and 2 in-
dicate potential clusters, but they should be consid-
ered with caution. Very negative values of the CCC, 
such as –30, may be due to outliers (SAS Institute 
Inc. 1983). The clustering analyses will be conducted 
using two procedures. In the first step, the Ward’s 
method (hierarchic method) will be used followed 
by the non-hierarchic method (k-means clustering).

Ward’s method. This method involves an ag-
glomerative clustering algorithm. It starts out with 
n clusters of size 1 and continues until all the obser-
vations are included into one cluster. This method 
attempts to minimize the Sum of Squares (SS) of 
any two (hypothetical) clusters that can be formed 
at each step. The ESS is considered as a measure of 
homogeneity of the cluster. This method is regard-
ed as very efficient; however, it tends to create clus-
ters of small size. At the first step, when each object 
represents its own cluster, the distances between 
those objects are defined by the chosen distance 
measure (The Pennsylvania State University 2004).

Error Sum of Squares:

ESS = 
i
Σ  j

Σ 
k
Σ ∣Xijk – –x2

i.k∣	 (1)

where: 
Xijk 	 – value for variable k in observation j belong-

ing to cluster i
R-Square 	– proportion of variation explained by a par-

ticular clustering of the observations

r2 = TSS – ESS	 (2) 
            TSS

where: TSS is Total Sum of Squares 

TSS = 
i
Σ  j

Σ 
k
Σ ∣Xijk – –x2

..k∣	 (3)

As a result, a dendrogram is plotted. Here, each 
stage of clustering processed is displayed and the 
R-Square is plotted at y axis. 
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k-Means method. Based on McQueen (1967), 
the procedure follows a simple and easy way to 
classify a given data set through a certain number 
of clusters (assume k clusters) fixed a priori. The 
main idea is to define k centroids, one for each clus-
ter. These centroids should be placed in a cunning 
way because different location causes different re-
sult. So, the better choice is to place them as much 
far away from each other as possible. The next step 
is to take each point belonging to a given data set 
and associate it to the nearest centroid. When no 
point is pending, the first step is completed and an 
early groupage is done. At this point we need to 
re-calculate k new centroids as barycentres of the 
clusters resulting from the previous step. After we 
have these k new centroids, a new binding has to 
be done between the same data set points and the 
nearest new centroid. A loop has been generated. 
As a result of this loop we may notice that the k 
centroids change their location step by step until no 
more changes are done. In other words centroids 
do not move any more. Finally, this algorithm aims 
at minimizing an objective function, in this case a 
squared error function. The objective function is

J = 
k
Σ   

n
Σ ∣∣x i

(j) – cj∣∣
2	 (4) 

     
j=1  i=1

where: ∣∣x i
(j) – cj∣∣

2 – chosen distance measure between 
a data point x i

(j) and the cluster centre cj is an indi-
cator of the distance of the n data points from their 
respective cluster centres (A Tutorial on Clustering 
Algorithms).

For clustering procedure, Ward’s method con-
ducted in SAS (version 4.3, SAS Institute Inc., Cary, 
USA) as well as the k-means clustering method 
conducted in Statistica (Statistica CZ 10; StatSoft, 
Tulsa, USA) was used. 

Data used. The above-described methods were 
applied to data obtained from yield monitoring 
during three seasons (2009 – spring barley; 2010 
– oilseed rape; 2011 – winter wheat) at a 17 ha ex-
perimental field. The information on field variabil-
ity was extended by data on electromagnetic induc-
tion (EMI) measured by Geonics EM38 (Geonics 
Limited, Mississauga, Ontario, Canada). In order 
to estimate the management zones within the giv-
en field, 31 monitoring points were designed across 
the field and data from all datasets were allocated 

Table 1. Basic statistics of the input data

Parameter/unit No. of samples Average Minimum Maximum Standard deviation
EMI (mS/m) 31 49.51 39.42 56.64 4.74
Yield in 2009 /(t/ha) 31 6.93 2.52 9.8 0.82
Yield in 2010 (t/ha) 31 1.99 0.11 3.08 0.37
Yield in 2011 (t/ha) 31 7.73 5.67 10.46 0.78

EMI – electromagnetic induction 

Fig. 1. Estimation of the number of 
clusters
CCC – cubic clustering criterion; pseudo 
T-Squared; pseudo F – output statistics
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to these points. This means the values of yield and 
EMI for these 31 monitoring places were an input 
dataset for the analyses.

In order to be able to process the yield data from 
different seasons and of different crops, the pre-
processing of these data was conducted and stand-
ardized normal values were calculated based on the 
following formula:

SNV = (x – –x) × 100  %	 (5) 
             SD
where: 
SNV  – standardized normal values 
x  – actual value of parameter
–x – arithmetic mean
SD – standard deviation 

The results of cluster analyses have to be interpreted 
from the spatial aspect. Only the members of a clus-
ter (in our case the monitoring point) lying in a near 
distance and creating one area can be used for creat-

ing management zones. Therefore, the data were dis-
played with support of the geographical information 
system (GIS) ArcGIS 10.1. (ESRI, Redlands, USA) and 
the results were interpreted.

RESULTS AND DISCUSSION

The experimental field is represented by 31 moni-
toring points, which were designed across the field. 
All the data from yield maps and EMI maps were 
subtracted for these points. The data were pre-
processed, and the SNV value (standardized nor-
mal value) was calculated (Table 1). First of all, the 
CCC was calculated, and the appropriate number 
of clusters was selected. The results are given in 
Fig. 1. According to CCC criterion, the number of 
statistically significant clusters was estimated for 3. 
As it was proposed in the methodology, the hierar-
chical method (Ward’s method) was applied at first 

Fig. 2. Output of Ward’s meth-
od – dendrogram

0.30

0.25

0.20

0.15

0.10

0.05

0.00

Se
m

i-
pa

ra
m

te
r 

R-
Sq

ua
re

d

Monitoring point No.

Table 2. Results of cluster analyses – cluster members and Euclidean distances

Cluster 1
Member 11 12 13 22 23 30
Euclidean distance 49.20 40.94 27.03 50.95 36.12 44.62

Cluster 2
Member 2 4 5 6 8 9 10 14 15 16
Euclidean distance 47.13 27.43 39.20 36.63 8.11 63.16 31.05 45.55 20.12 83.07

Cluster 2
Member 17 18 19 21 24 25 26 27 31
Euclidean distance 45.61 76.75 30.98 118.97 64.16 50.67 44.74 73.96 192.48  

Cluster 3
Member 1 3 7 28 29      
Euclidean distance 40.67 53.49 50.13 106.14 56.35  
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in order to explore the data. The principle of this 
method is to cluster the data based on homogene-
ity. Based on the dendrogram (Fig. 2), it is obvi-
ous that in the first stage of the clustering process, 
the monitoring point number 31 was not assigned 
to any cluster, which means that the yield perfor-
mance during the years was not similar to any of 
the other places. Ward’s method allowed identify-
ing the most homogenous places (represented by 
monitoring points) and also outliers. 

In the second step, the k-means clustering meth-
od was applied to the data. The principle of this 
method is to create clusters which are as hetero-
geneous as possible. As it is the non-hierarchical 

method, the number of required clusters has to be 
set up at the beginning. As explained above, the 
number of clusters was selected based on CCC cri-
terion. The results are shown in Fig. 3, where the 
means of each cluster are defined, and in Table 2, 
where the members of each cluster are defined. The 
data were plotted in GIS, and their spatial localisa-
tion was considered. Based on Fig. 4, it can be con-
cluded that two clusters create compact areas of 
the field and one of them not. The clusters can be 
interpreted as follows: 

(a) The cluster No. 1 comprises areas where yield 
was above the average of the field in all the three sea-
sons. This area could be considered as a high-yield-
ing zone of the field. The results were compared with 
the digital terrain model, and it was shown that this 
zone lays in terrain depreciation with better water 
availability, which is confirmed also by the EMI map 
(Fig. 5). The values of EMI displayed in light colour 
reached values from 23.1 to 51.12 mS/m, the dark 
colour goes for values from 51.12 to 79.11 mS/m. 
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Fig. 3. The means of each cluster
EMI – electromagnetic induction

Table 3. Standardized normal values (SNV) for yield and 
electromagnetic induction for the areas of cluster No. 3

Monitoring 
point 

SNV (%)
EMI

2009 2010 2011
1   31.52 –102.75 –98.03   –0.36
3 –83.78 –161.36 –52.91   64.80
7   17.29   –84.33 –88.43 –14.03
28 167.78 –315.43 –83.63   34.60
29 –89.02 –211.60 –122.98   53.51

EMI – electromagnetic induction

l   cluster 1 
n   cluster 2 
p cluster 3
Fig. 4. The spatial display of 
cluster and its comparison 
with digital terrain model
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Silty loam soil is typical for the entire field; therefore 
the change of EMI values is expected to be due to the 
change of the moisture content. 

Monitoring point 31 lays at the same area; how-
ever, due to waterlogging problems, the yield in 
2009 and 2011 was extremely low and so this loca-
tion was assigned to a different management zone.

(b) Average-yielding zone – cluster No. 2 – al-
most all the rest of the field.

(c) Low-yielding areas – cluster No. 3 – the per-
formance of these monitoring points is given in Ta-
ble 3. The cluster No. 3 comprises only 5 monitoring 
points, which are not located next to each other.

When further analysing the results and looking 
at the dendrogram (Fig. 2), the monitoring points 
of cluster 2 can be described as follows:

Monitoring points 1 and 7 are characterized by 
good performance in 2009, but low yield in 2010 
and 2011 as well as similar values of conductivity. 
Monitoring points 3 and 29 are characterised by an 
extremely low yield in all the three years; the cause 
is soil compaction at the headlands of the field. The 
monitoring point number 28 was not clustered in 
the first stage of the analyses with any point and 
is characterised by an extremely high yield in 2009 
and an extremely low yield in 2010 and 2011. The 

Fig. 5. Location of waterlogged area which caused the yield problems in (a) 2010 and 2011, and (b) electromagnetic 
induction data of the field
l cluster 1; ncluster 2; p cluster 3

(a)

(b)
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extremely low yields at these areas were caused by 
waterlogging problems in 2010 (Fig. 5) caused by 
extreme rainfall in 2010 (in May 2010 there was 
300% rainfall compared to average), followed by 
problems with crop establishment in 2011 as the 
areas were waterlogged. The average rainfall as well 
as the dates of drilling and harvesting operations 
are given in Fig. 6.

Therefore, it can be concluded that the differ-
ent performance of these areas (represented by the 
monitoring points) was caused by waterlogging 
and compaction. When an appropriate manage-
ment operation would be conducted (drainage and 
sub-soiling), the areas would be included in the 
management zones No. 1 and No. 2. 

Furthermore, monitoring point No. 31 was as-
signed to the cluster No. 2, which is characterised 
by an average-yielding performance along years. 
However, this is not characteristic for this moni-
toring point. The yield in 2009 and 2011 reached 
extremely low values at this area. Only in 2010 the 
yield reached values above the average. Looking at 
the results of analyses (Table 2), the Euclidean dis-
tance of this point within the cluster reaches the 
value of 192.48 so this point is the most distant 
point from the cluster centre. Therefore, it can be 
stated that there was a problem at this area. Again, 
waterlogging problems caused the differences, and 
this monitoring point should be included in man-
agement zone (cluster) 1 after an appropriate man-
agement operation is conducted at this area.

CONCLUSION

The results of these analyses showed that it is 
beneficial to use both the hierarchical and non-

hierarchical clustering methods when determining 
the management zones from yield maps. The hier-
archical method allows determining the statistical-
ly significant number of clusters as well as to help 
to interpret the data. 

Also, Ward’s method can be used as input informa-
tion before conducting the k-means clustering method.

Further testing over a broader scope of fields 
and crop production systems is needed to confirm 
these results.
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